
LMP 1210H: Basic Principles of Machine 
Learning in Biomedical Research  

Bo Wang
AI Lead Scientist, PMCC, UHN
CIFAR AI Chair, Vector Institute

Assistant Professor, University of Toronto



Administrative Details

1. Homework
a. Homework 1 is out! Due: Feb 2, 9:59am
b. Homework 2 will be released on Feb 2

2. Final Project
a. Team: 2-3 students
b. Proposal due: Feb 20.
c. Visit the office hour before submitting the proposal
d. Proposal will not be graded
e. Team without proposal submissions cannot

participate in the final project. 



More on the final projects

2.   How to write a good proposal? 
Keywords: Concise, Experimental Design, Office Hours

3.   How to provide a good presentation? 
Keywords: Clear Structures, Memorable

1. How to form a good team? 
Keywords: Multidisciplinary, Open Communications, Piazza



Recap: K - Nearest Neighbors (KNN)
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Decision Trees



Decision Trees : Basic Terminologies



Decision Trees: A simple example
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Decision Trees: Wait or Not 

You can tell a lot about a fellow's character 
by his way of eating jellybeans. 

----Ronald Reagan

You can tell a lot about a fellow's character by 
his way of eating at a restaurant. 

----Bo Wang



Decision Trees: Wait or Not 



Decision Trees: Wait or Not 



Decision Trees: Wait or Not 



Decision Trees



Decision Trees



How to learn the trees



How to learn the trees



How to learn the trees



Entropy: a way to measure uncertainty
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What is the entropy of English? 

Fun Fact: Which language has the largest entropy? 



Entropy: a way to measure uncertainty
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Entropy: a way to measure uncertainty



Learn the Decision Trees with Entropy



Learn the Decision Trees with Entropy



Learn the Decision Trees with Entropy



Get Back to the Restaurant: Wait or Not



Get Back to the Restaurant: Wait or Not
Which attribute is better?



Get Back to the Restaurant: Wait or Not
Which tree is better?



Model Selection: Which Tree is Better?



Model Selection: Occam’s Razor



Decision Trees: Pitfalls



Decision Trees v.s. KNN



Decision Trees v.s. KNN



Decision Trees in Healthcare

Decision trees is the most widely-adopted method in
healthcare.

Fun Facts:

Class Discussion:

Name one application of decision trees in healthcare
and discuss its pros and cons.



Decision Trees in COVID Management

Source: https://www.cdc.gov/



Decision Trees : Take-Home Messages

1. Decision Trees is simple and interpretable.

2. Decision Trees uses information gains to learn
to split the trees.

3. Decision Trees tends to overfit



Take a break Tired?

No

Thirsty?

Yes

Yes No

Care to know more?

No Yes

Grab a drink Meditation Meditation Next Slide



Linear Models



Linear Models -- Problem Setup
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Linear Models -- Vectorization



Linear Models -- Vectorization



Linear Models -- Vectorization



Linear Models -- Optimization



Optimization :
What to do if we are first-year undergrad
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Linear Models – Feature Mapping
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Linear Models – Feature Mapping



Linear Models – Model Selection
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Linear Models – Model Selection



Linear Models -- Regularization
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Linear Models -- Regularization



Optimization :
A more generalized approach



Gradient Descent



Source: https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c

Gradient Descent
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Linear Models



A general theme



Linear Model: Take-Home Messages

1. Linear Model is simple and interpretable.

2. Regularization on weights can help with
overfitting.

3. Gradient descent is a general way to solve
optimization problems in machine learning.

4. Linear model may fail when linearity
assumption does not hold.



Linear Models in Medicine

LIMMA: Linear models for microarray data

Nearly 20K citations!




