


Administrative Stuff 

1. Homework 2 is out! Due Feb 16!
Reminder : lots of work! Start early!

2. Project Handout is out!



More on the Final Project

1. Group size: 2 vs 3
Trade-off between bonus and workload

2.  Project proposal 



More on the Final Project

3.  Project presentation 

4. Peer Review















Linear Regression  v.s.  Logistic Regression

mostly used for continuous 
regression. 

mostly used for binary 
classification. 

Loss function: square error Loss function: cross entropy

Optimization: gradient 
descent or closed form

Optimization: gradient 
descent

Output is linear in inputs Output is not linear in inputs















Multi-Layer Perceptrons

Source: https://www.youtube.com/watch?v=vyNkAuX29OU





100 billion neurons

Some fun facts :

100,000 neurons

1 million x

more neurons
|| 

higher intelligence? 

The Biological Motivation



The Biological Motivation





Basic Components of MLP



Basic Components of MLP



Example  :What is the value of the green and purple neuron for this set of 
inputs and weights?
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Example  :What is the value of the green and purple neuron for this set of 
inputs and weights?

Basic Components of MLP



Activation Functions
• Successive weight matrices multiplied by the input x would just be a linear 
transformation.

• Non-linear activation functions allow us to learn non-linearly separable 
mappings.

• Most data is non-linearly separable.

• Activation functions also allow us to calculate gradients used for optimizing 
the weight values.

• Let us denote the activation function as a(x) : ℝ → ℝ.

Basic Components of MLP
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Basic Components of MLP



Example: What is the value of the green and purple neuron for this set of 
inputs and weights pre-activation? Post-activation?
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Example: What is the value of the green and purple neuron for this set of 
inputs and weights pre-activation? Post-activation?
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Example: What is the value of the green and purple neuron for this set of 
inputs and weights pre-activation? Post-activation?

Recall:

Basic Components of MLP



Loss Functions Measuring Error
• Metric of how wrong the model performed.
• Ground truth label is given in supervised learning problems.

• Compares model output with the ground truth label so that learning can occur.

• Goal of machine learning: minimize the loss function.

Basic Components of MLP



Loss Functions Mean Squared Error
• Measure the variance of model output against target.
• ti is ground truth label and yi is predicted label.

Basic Components of MLP



Loss Functions Cross Entropy Loss
• Measures the error of a model given the output is between [0, 1].

• Stronger gradients as loss diverges as the predicted probability diverges from 

the actual label.

• ti is ground truth label {0, 1}, and yi is predicted probability [0,1].

Basic Components of MLP











https://arxiv.org/pdf/1610.00291.pdf

















Back-Propagation

Source: https://www.youtube.com/watch?v=Suevq-kZdIw























A quick summary:

Source: Fei-Fei Li & Justin Johnson & Serena Yeung, csc231N, Stanford University
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MLP for Molecular Data Analysis



MLP for Molecular Data 
Analysis



What are in the next lecture? 

1. Ensemble methods for classification

2. Tutorials on implementing supervised learning 
algorithms using sklearn!  


