
































--- A brief history of ImageNet Competition

Observation 1: Deep models (mostly CNNs) dominate the task of 
object recognition. 



--- A brief history of ImageNet Competition

Observation 2: The accuracy by CNNs improves every year and 
even outperforms human performances. 



--- A brief history of ImageNet Competition

Observation 3: The STOA CNNs are getting deeper and deeper. 



--- A brief history of ImageNet Competition

Observation 4: The performance of object recognition is so good 
that they stopped the competition nowadays. 

















Closing Thoughts

1. Convolutional Layers are the building blocks of computer vision 
applications (e.g., object recognition/detection/segmentation)! 

2. Convolutional Layers use tied weights and obtain translation 
invariance. 

3. CNNs (or its variants) are the go-to methods for many image-related 
applications. 

4. CNNs can be also interpreted as a feature/representation learning
method for images. 

5. Transfer learning by fine-tuning is often used in training CNNs. 


